Dear User,

The information provided in this Toolkit is designed to help you recognize some of the biases that we all have, including, specifically, the implicit biases of judges, prosecutors, and public defenders. The goals of this toolkit are to:

1. Explain the social science term implicit bias;
2. Provide some examples of where implicit biases live and thrive;
3. Explain how they exist;
4. Raise consciousness about the power of these unknown “mind bugs,” as some have called them, and their ability to negatively impact decision-making;
5. Help you identify some of your own implicit biases;
6. Examine how implicit biases might show up in the performance of your job;
7. Provide some tools to help you catch and correct snap decision-making that may be linked to harmful implicit biases; and
8. Provide you with the knowledge that will allow you to help others catch decision-making that might be based on implicit biases.

We all have biases. Every one of us. This is not a finger-pointing expedition. Rather, we are sharing with you the evidence of this science, offering strategies for you to find the implicit biases hidden within you to help you reduce their harmful effects. As you learn more about how these biases work in society and in your life, you will not only become more mindful and deliberate in your decision-making but also be able to help others in the profession with whom you interact regularly: court personnel, including law clerks, officers of the court, other lawyers, parties to litigation, witnesses, and jurors.

Implicit biases are unwitting and unconscious cognitions that include stereotypes, beliefs, attitudes, intuitions, gut feelings, and related intangibles that we categorize in our brains—without conscious effort—every fraction of a second. For instance, if we think that a particular category of human beings is frail—the IAT (Implicit Association Test) indicates that many of us categorize the elderly in this way—we will not raise our guard around them. That is a stereotype in action. If we identify someone as having graduated from our beloved alma mater, we will feel more at ease—that is an attitude in action.

Your ever-efficient brain automatically organizes all of the information it receives and places the information into cognitive boxes, shorthands, or schemas, if you will. A more colloquial way to think of a schema is the aforementioned "stereotype," though the two terms are not entirely interchangeable. Consider some of the data collected about what many people think when they see an Asian male. The data shows that many people believe Asians and Asian-Americans are extremely smart, excellent students, excellent in mathematics, and pretty good at some martial art; play, really well, some musical instrument; and are also really polite, kind, and shy—in other words, the model minority. These labels have
There are many examples of microaggressions in daily life, some of which-Is the woman "opinionated" or "sassy"? Why? And why are men Consider some race-related terms and words. Inner city and urban education are terms most quickly associated with predominantly black, brown, and poor areas. Thugs is a word almost exclusively used in connection with black men.

Microaggression is another type of behavior the ABA is hopeful that this Toolkit will help reduce and ideally eliminate. Microaggressions are “commonplace daily indignities, whether intentional or unintentional, that communicate racial slights and insults towards [minorities].” Studies have shown that the recipients of microaggressions experience greater degrees of loneliness, anger, depression, and anxiety. There are many examples of microaggressions in daily life, some of which include assuming that a black student in an elite school is there because of affirmative action, confusing black attorneys for court staff, telling an LGBT person that s/he does not “look like” an LGBT person, telling a black person that s/he is “articulate,” touching someone else’s hair without permission, asking people of color where they are from, and assuming that all Asian-Americans are Chinese and/or speak an Asian language. An attempt to be aware of microaggressions and taking a thoughtful approach to language when speaking with minority groups are part of this process of consciousness raising, education, and correction.

This program is designed to help with all of these areas. It includes a PowerPoint presentation that focuses on the aforementioned goals. It includes a video, too—just a short 10 to 12 minutes, designed to allow you to hear from experts and others who perform the very same role that you do in the judicial system. Implicit biases are analyzed in the video; and others, whether judge, prosecutor, or public defender, share their own implicit biases and strategies for how they work to be continually mindful of them in order to interrupt them. Finally, this Toolkit contains a comprehensive bibliography and resource list, including a large category of books, articles, and websites that focus on implicit bias generally for those who want to learn more about this fascinating social science; material specifically addressed to judges; material specifically addressed to prosecutors; and material specifically addressed to defenders.

Whether you are a judge, a prosecutor, or a defender, we hope that you find this Toolkit useful. This is fascinating yet challenging work. It is not rocket science, but because biases are in our DNA, it will require great determination and conscious effort to catch assumptions that are made and applied automatically. The Toolkit will reveal the benefits of deliberation, i.e., slowing down to take a few extra moments to focus on the person in front of you before making decisions that will or might affect that person.

We are confident that you will not only learn about that stranger that lives within you but also actually enjoy the materials contained herein and this journey.

Thank you
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